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Abstract
As artificial intelligence becomes increasingly pervasive, it is essential that we understand the implications of bias in machine 
learning. Many developers rely on crowd workers to generate and annotate datasets for machine learning applications. 
However, this step risks embedding training data with labeler bias, leading to biased decision-making in systems trained on 
these datasets. To characterize labeler bias, we created a face dataset and conducted two studies where labelers of different 
ethnicity and sex completed annotation tasks. In the first study, labelers annotated subjective characteristics of faces. In the 
second, they annotated images using bounding boxes. Our results demonstrate that labeler demographics significantly impact 
both subjective and accuracy-based annotations, indicating that collecting a diverse set of labelers may not be enough to 
solve the problem. We discuss the consequences of these findings for current machine learning practices to create fair and 
unbiased systems.
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1 Introduction

With the rapidly increasing prevalence of artificial intelli-
gence (AI), it is more important than ever to understand how 
bias is embedded in intelligent systems. Data annotation, 
typically conducted by crowd workers, is a crucial step in 

generating labeled training data for most contemporary AI 
models. However, datasets embed the cognitive biases of 
crowd workers [1], which can propagate through machine 
learning (ML) systems [2]. Most data annotation processes 
do not consider who is doing the labeling [3], and crowd 
worker platforms have non-representative demographics [4, 
5], which bears the risk of creating training datasets based on 
input from biased populations of labelers, consequently cre-
ating biased systems. We refer to this category of bias, that 
is, any bias embedded by labelers when annotating data as 
labeler bias. With recent developments in generative mod-
els, the issue has only been elevated, c.f., Abid et al. [6]. 
Thus, understanding labeler bias is an open problem crucial 
to the development of fair AI systems.

Researchers have attempted to characterize  [7–9] and 
correct for [10–12] labeler bias in multiple ML domains. 
For instance, prior research has demonstrated evidence for 
the existence of labeler bias in Natural Language Process-
ing (NLP) annotation [13] and labeling toxic texts [8, 14]. 
A recent study characterized labeler bias in terms of the Ste-
reotype Content Model (SCM) and showed that annotations 
vary depending on ethnicity and stereotypes held by the label-
ers [15]. However, their work used the FairFace dataset [16], 
which does not contain self-described ethnicity and sex labels 
but triple-coded ones. The task targeted subjective secondary 
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characteristics that are not in the picture (e.g., estimates of 
income), which past work called into question for facial recog-
nition tasks [17]. As such, there remains a need to investigate 
face-labeling tasks with knowledge of the ground truth and, 
further, to characterize labeler bias in more objective tasks.

In this paper, we investigated labeler bias in two different 
labeling tasks. In the first phase, we investigated a second-
ary labeling task, reproducing the study by Haliburton et al. 
[15] with ground truth labels to verify their results. For this, 
we created a new face dataset where the subjects provided 
their own demographic information, addressing a key limita-
tion of other existing datasets, e.g., the FairFace dataset [16]. 
We recruited 98 participants from seven ethnicities and two 
sexes to label the portraits for income and recorded their ste-
reotype perceptions via perceived warmth, competence, sta-
tus, and competition ratings. These labels represent second-
ary characteristics (i.e., the labels can be inferred from the 
image but do not appear in the image). We then conducted a 
second study investigating whether labeling bias also exists 
in a primary labeling task (i.e., the information to be labeled 
directly appears in the image). We recruited 210 participants 
to complete a bounding box task using ten images from the 
Waymo Open Dataset [18]. These tasks are intentionally quite 
different, one involves faces and potential interactions with the 
SCM, while the other involves labeling objects that would not 
typically be associated with stereotypes. In this manner, we 
aim to investigate whether there are multiple types of bias that 
contribute to labeler bias in ML.

Our results demonstrate that labelers exhibit bias in both 
primary and secondary annotation tasks. Through our first 
study, we found that stereotype variables and income esti-
mations vary with labeler and portrait ethnicity and sex in 
a face-labeling task. Our second study demonstrated that 
bounding box accuracy varies with labeler ethnicity. Our 
results indicate that labeler bias stems from both character-
istics of labelers and stereotype bias depending on the labe-
ling task. These results motivate a critical reworking of the 
standard labeling process, including collecting demographic 
information from labelers to ensure a diverse labeling pool. 
This paper makes three concrete contributions: (1) a pub-
licly available dataset of 56 face images with subject-labeled 
demographic information, (2) a characterization of labeler 
bias in a secondary face-labeling task, and (3) a characteri-
zation of labeler bias in an objective, primary bounding box 
task.

2  Related work

This section highlights research on crowdsourcing in ML 
and discusses labeler bias. We then introduce the SCM and 
its relation to Human–Computer interaction (HCI).

2.1  Crowdsourcing in machine learning

Many ML systems rely on crowdsourcing platforms such 
as Amazon Mechanical Turk (MTurk) to recruit large num-
bers of participants to label information in datasets [19], 
primarily because crowdsourcing cost-effective and scal-
able [20]. Past work has shown that assembling labels 
from untrained crowd workers is comparable to an expert 
labeler for certain tasks [21–23]. Due to the unsupervised 
nature of crowdsourced annotations and the prevalence 
of spam submissions, many researchers have investigated 
quality control methods [24], including designing ques-
tions to control cheating [25] and determined topic affinity 
from social media profiles [26]. Several researchers have 
also investigated cognitive biases in crowd workers [1, 27]. 
Population studies have found that most MTurk workers 
are from India and the United States [28–30] and that over 
two-thirds of MTurk workers identify as white [5]. This 
lack of diversity risks embedding biases into the resulting 
datasets, which are then used to train ML models.

Crowdsourced labels are a relevant and evolving topic. 
With the growth in quality control methods, past work 
has identified that additional documentation can increase 
user trust in AI systems as long as they do not show 
bias [31]. Recent research has investigated new paradigms 
for generating crowdsourced labels using tags [32] and 
hierarchies [33]. Prior work has also designed and evalu-
ated novel interfaces to increase crowd worker annota-
tion speeds [34]. Importantly, there is evidence that both 
task and interface design can have a significant impact on 
quality [35–37]. We aim to add to this body of research 
by investigating how different estimates vary with labeler 
demographics.

2.2  Labeler bias in machine learning

Our work focuses on bias introduced by labelers who anno-
tate datasets for ML applications. Prior research has made 
attempts to characterize the existence of labeler bias. Hube 
et al. [38] showed that even highly-experienced labelers 
make biased annotations. In the domain of toxic language, 
past work has found that labeler identity influences how an 
individual rates the toxicity of a text [8, 14]. This includes 
both demographic characteristics (e.g., ethnicity [8]) and 
social tendencies (e.g., conservatism [14]). Labelers also 
embed bias in their annotations based on socio-economic 
conditions and power relationships in labeling compa-
nies [7]. Rather than blaming labelers, past research has 
called for an increased investigation into the social and 
power dynamics present in annotation employment [3] 
and for increased consideration of economic conditions 
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and fair compensation [37]. In some cases, biased labels 
are caused by the instructions given to labelers [36, 39]. 
Together, these works show that labeler bias is complex 
and important but not yet fully understood. We aim to add 
to this body of work by investigating how the demographic 
characteristics of labelers impact their annotations in ML 
labeling tasks.

Beyond understanding the impact, prior work has also 
worked to correct for labeler bias. Geva et al. [13] recom-
mend recruiting separate groups of training and testing 
labelers because natural language processing (NLP) annota-
tions do not generalize across groups. Past research has mod-
eled labeler bias using multi-task Gaussian Processes [12], 
Bayesian methods [11], and ground truth knowledge [10]. 
However, there is currently no industry standard method to 
account for bias introduced in the labeling phase.

2.3  The stereotype content model

The SCM is a psychological theory that explains how indi-
viduals develop stereotypes about others. The SCM posits 
that people assess others based on their perceived warmth 
and competence [40, 41]. This theory is well-established in 
social psychology and is commonly employed in research on 
social perceptions and interactions [42–44]. In the warmth-
competence model, warmth is an evaluation of perceived 
friendliness, while competence is a measure of how capable 
a person is perceived to be. The SCM claims that, in general, 
we react to people based on how warm or competent they 
appear. An individual who is both warm and competent, for 
example, is admired, while a warm but incompetent person 
is pitied [40]. As an extension of the warmth-competence 
model, the SCM can also include competition and status 
elements to help explain how people in one group react to 

individuals from another group [40]. In this paper, we use all 
four dimensions to assess the stereotypes of labelers.

In HCI, the SCM has been successfully used to inves-
tigate how people react to various stimuli such as digital 
avatars [45], to understand social acceptability for mobile 
devices [46], and to characterize stereotypical portrayals in 
personas [47]. Past work has also used the SCM to tackle 
stereotypical language with anti-stereotypes [48] and to 
detect stereotypes in the news [49]. In line with Haliburton 
et al. [15], we apply the SCM to characterize the stereotypi-
cal perceptions of labelers in a face-labeling task.

3  Methodology

  
This paper presents two distinct phases that, together, 

form an investigation into labeler bias. The overall structure 
of our methodology is outlined in Fig. 1. In Phase 1, we first 
created a dataset of face images with subject-labeled demo-
graphic information. We then re-created the face-labeling 
task from Haliburton et al. [15] with our new face image 
dataset, thereby addressing the primary limitations of their 
investigation. In Phase 2, we evaluated a bounding box task 
to understand whether bias persists in primary tasks that do 
not include labeling human faces.

Demographic information is crucial to our investiga-
tion of labeler bias. Hence, we collected ethnicity and sex 
information from the participants in each phase of this 
investigation. Since ethnicity categories are not objectively 
defined [50], we align with prior related work [15, 16]. As 
such, we used the following seven groups, which will be 
referred to as ethnicities in this work: (1) Black, (2) East 
Asian, (3) Indian, (4) Latino Hispanic, (5) Middle Eastern, 
(6) South East Asian, and (7) White. We also categorized 

Fig. 1  Phase 1: We generated a face dataset with equal, self-labeled 
representation from 7 ethnicities and 2 sexes. We then recruited par-
ticipants with the same demographics to label secondary characteris-
tics. Phase 2: We recruited participants with the same demographics 

to complete a bounding box task. LabeLerEthnicity was significant in 
both tasks. LabeLerSex , PortraitEthnicity , and PortraitSex were signifi-
cant for face labeling
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the participants according to sex assigned at birth (male or 
female), in line with prior work [15, 16].

4  Phase 1: face labeling task

In Phase 1, we intend to reproduce and verify the results by 
Haliburton et al. [15] while addressing their major limitation 
of using portraits without ground-truth labels. In general, 
past work commonly uses publicly available datasets for 
ML applications [15, 51, 52], but the representation in these 
datasets is typically skewed toward White people [16]. The 
FairFace dataset was developed with a balanced representa-
tion across seven ethnicities [16] in response to this trend. 
However, the ethnicity, sex, and age labels in the FairFace 
dataset were annotated by MTurk workers rather than being 
subject-labeled and, as such, do not represent the ground 
truth. Hence, we elected to generate a new dataset for this 
study.

4.1  Face dataset generation

We generated a dataset for this study and future research 
with subject-labeled ethnicity, sex, age, income, employment 
status, and education level.

4.1.1  Data collection

We recruited participants using Prolific1 as it is possible to 
obtain demographic information about participants directly 
from the platform. Additionally, we asked participants 
for their demographic information in the survey and only 
accepted them if their responses matched the information 
provided by Prolific. We asked participants to carefully read 
and sign a consent form granting permission for their images 
to be used in future research applications. Furthermore, we 
asked participants to provide a passport-like frontal face 
photo with Fig. 2a as an example, with the following require-
ments: (1) Minimum 600 × 600 pixels in dimension, (2) in 
JPEG (.jpg) or PNG (.png) file format, (3) in color, (4) clear 

and in focus, (5) face must take up to 70–80% of the photo, 
(6) face must be centered in the photo, (7) facial expression 
must be neutral, (8) hats or head coverings are not allowed, 
(9) unaltered by computer software, and (10) file size: at 
least 50 KB and no more than 10 MB.

4.1.2  Resulting dataset

We collected 56 face images with subject-labeled demo-
graphic information, four from each ethnicity and sex cat-
egory, c.f., [15]. Three authors reviewed the photos and 
unanimously agreed that they satisfied the requirements, 
see Fig. 2 for example photos. We use the images from this 
dataset in Sect. 4, and they are available upon request for 
future research purposes.

4.2  Evaluation method

4.2.1  Participants

We recruited N = 98 participants (49 female and 49 male) 
aged 19–49 years (M = 27.7, SD = 6.51) using Prolific, 
making sure to equally balance participants across the seven 
ethnicity categories defined in Sect. 3. We compensated par-
ticipants at a rate of 10€/h for a total of 1.67€ The study 
was approved by the ethics committee within the University 
Faculty.2

4.2.2  Procedure

After a brief introduction to the task, the participants pro-
vided demographic information. We only accepted partici-
pants if their responses matched the information provided by 
Prolific. Next, we presented participants with one randomly 
chosen image from the dataset from each ethnicity and sex 
group at a time for a total of 14 images per participant. Par-
ticipants completed SCM questions [40] for each image and 
estimated the income. The participants responded to a visual 
analog scale to estimate the income of each portrait. The 

Fig. 2  Sample images from the 
dataset with subject-labeled 
ethnicity and sex information. 
All subjects consented to the 
publication of their images

1 Prolific: https:// www. proli fic. co. 2 Details removed for anonymization purposes.

https://www.prolific.co
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scale ranged from “low” to “high” to prevent bias or confu-
sion due to currencies or country of origin.

4.2.3  Measures and analysis

We combined the SCM questions according to the origi-
nal documentation [40], resulting in numerical values for 
warmth, competence, status, and competition. We then 
analyzed the relationship between stereotype variables and 
income estimates using Pearson correlations. To investigate 
the relationship between demographics and labels, we per-
formed two-way ANOVA models (Type III, � = 0.05) using 
Mauchly corrections on the df where the sphericity assump-
tion was violated.

4.3  Results

4.3.1  The impact of stereotypes on estimations

We conducted a Pearson correlation analysis on income and 
all the SCM variables. The results, shown in Table 1, reveal 
that warmth, competence, status, and competition are all sig-
nificantly positively correlated with income. Status has the 
strongest positive correlation with income and is shown as 
an example plot in Fig. 3. Plots for all dependent variables 
are included in the supplementary material.

4.3.2  The impact of demographics on estimations

We conducted an ANOVA on the income, warmth, compe-
tence, status, and competition estimations using the interac-
tion effects of LabeLerEthnicity , LabeLerSex , PortraitEthnicity , 
and PortraitSex , c.f., Table 2. The results reveal a significant 
main effect of LabeLerEthnicity on income and competence 
with a large effect size, and status with a medium effect size. 
There is a significant main effect of LabeLerSex on compe-
tence with a small effect size. There is also a significant 
main effect of PortraitEthnicity on all dependent variables, 
with a small effect size for warmth, medium for competence, 
and a large effect size for all others. There is a significant 
main effect of PortraitSex with a medium effect size on all 
dependent variables as well as an interaction effect between 
PortraitEthnicity and PortraitSex on all variables with medium 
effect sizes, except warmth. Finally, there is an interaction 
effect on competition for both LabeLerEthnicity and Por-
traitEthnicity as well as LabeLerSex and PortraitSex , both with 
medium effect sizes. All other effects are not significant. 
Figure 4 shows income as a function of LabeLerEthnicity and 
PortraitEthnicity as an example. Plots for all dependent esti-
mate variables are included in the supplementary material.

4.4  Discussion

Our results show that all SCM variables are correlated 
with income estimations to varying degrees, with Status 
and Competition showing the strongest correlations (see 
Table 1). We can thus assert that Haliburton et al. [15] 
results are robust, although they did not find a correlation for 
warmth. All of the correlations are positive (e.g., high status 
correlates with high income), which matches expectations 
from prior work [40]. The results also demonstrate that vari-
ation in labeler and portrait demographics both impact esti-
mations for income and SCM variables. In line with previous 
work [15], we found PortraitEthnicity to be a highly influential 
factor, as it significantly impacts all variables in our results. 

Table 1  The Pearson 
correlations for each of the 
stereotype variables and the 
estimated income

Significant p values are in bold 
font. All SCM variables have a 
significant positive correlation 
with the income estimation

p r

Warmth <0.001 0.21
Competence <0.001 0.53
Status <0.001 0.78
Competition <0.001 0.36

Fig. 3  Correlation between 
mean status and income. Each 
subplot represents a portrait 
ethnicity, and the points in each 
plot show how labelers of each 
ethnicity rated the portraits. The 
shaded gray area in each plot 
represents the 95% confidence 
interval for the correlation
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However, we also found some impacts of LabeLerSex and 
found that PortraitSex impacted all dependent variables, 
which differs from the results in prior work.

Our findings support those of [15], suggesting that demo-
graphic-based labeler bias exists in face-labeling tasks and 
that stereotype content helps explain this bias [53]. Although 
there may have been biases propagated through the Fair-
Face dataset [16] due to the labeling process, the results are 

mostly consistent with our subject-labeled images. These 
results are also in line with recent work in other domains, 
such as findings from Goyal et al. [8] suggesting that toxicity 
labels depend on labeler identity.

4.4.1  Stereotype bias is present independent of labeler 
demographics

While our results indicate that labeler demographics impact 
estimations, we have also found that the demographics of a 

Table 2  The four-way ANOVA results for the income estimates and the stereotype variables for LabeLerEthnicity , LabeLerSex , PortraitEthnicity , and 
PortraitSex

Significant p values are in bold font. Note that df is degrees of freedom, F is the F-statistic, and �2
p
 denotes effect size

Income Warmth Competence

df df F p �
2

p
df df F p �

2

p
df df F p �

2

p

LabeLer
Eth

6 84 2.31 0.04 0.14 6 84 1.00 0.430 0.07 6 84 4.39 <0.001 0.24
LabeLer

Sex
1 84 1.89 0.173 0.02 1 84 3.12 0.081 0.04 1 84 3.95 0.04 0.04

L
Eth

 × L
Sex

6 84 0.46 0.835 0.03 6 84 1.17 0.330 0.08 6 84 1.50 0.187 0.07
Portrait

Eth
6 504 30.5 <0.001 0.27 5.21 437 2.64 0.021 0.03 6 504 6.78 <0.001 0.07

Portrait
Sex

1 84 17.4 <0.001 0.17 1 84 15.4 <0.001 0.15 1 84 8.17 0.005 0.09
P
Eth

 × P
Sex

5.17 434 8.54 <0.001 0.09 5.13 431 1.88 0.94 0.02 6 504 7.99 <0.001 0.09
L
Eth

 × P
Eth

36 504 1.20 0.206 0.08 31.2 437 1.12 0.301 0.07 36 504 1.02 0.447 0.07
L
Sex

 × P
Sex

1 84 0.03 0.868 0.01 1 84 3.06 0.084 0.04 1 84 0.04 0.841 0.01

Status Competition

df df F p �
2

p
df df F p �

2

p

LabeLer
Eth

6 84 2.99 0.011 0.18 6 84 1.57 0.167 0.10
LabeLer

Sex
1 84 0.83 0.366 0.01 1 84 1.79 0.185 0.02

L
Eth

 × L
Sex

6 84 0.45 0.840 0.03 6 84 1.02 0.415 0.07
Portrait

Eth
6 504 30.4 <0.001 0.27 4.99 419 15.8 <0.001 0.16

Portrait
Sex

1 84 11.2 0.001 0.12 1 84 12.7 <0.001 0.13
P
Eth

 × P
Sex

5.22 438 7.82 <0.001 0.09 6 504 2.55 0.019 0.03
L
Eth

 × P
Eth

36 504 0.76 0.843 0.05 29.9 419 1.51 0.043 0.10
L
Sex

 × P
Sex

1 84 0.02 0.875 0.01 1 84 8.81 0.004 0.09

Fig. 4  Estimated income as 
a function of LabeLerEthnicity 
and PortraitEthnicity . Grey 
borders indicate the cases 
where LabeLerEthnicity and Por-
traitEthnicity match
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person displayed in an image have an even more prominent 
impact. As seen in Table 2, PortraitEthnicity , and PortraitSex 
have significant main effects on every dependent variable. 
These findings indicate that results in a face-labeling task 
will contain bias regardless of who is doing the labeling. 
As a consequence, datasets for ML should be more diverse. 
As Karkkainen and Joo [16] point out, most datasets con-
taining images of people have a skewed representation of 
demographics. Unequal representation in datasets has been 
the subject of strong criticism in recent work [54], and while 
current sentiment is trending towards rectifying this issue 
(e.g., the FairFace dataset [16]), it is not yet solved. Future 
work in data generation should make a concerted and delib-
erate effort to include diverse subjects as an initial step to 
mitigate this issue. This recommendation echoes calls in the 
literature for increased demographic documentation [3].

4.4.2  Primary and secondary characteristics

The task in this phase asked participants to label secondary 
information (i.e., information that does not directly appear 
in the image). Regardless of skill, the participants had no 
method to determine the correct level of income objectively, 
and all labels were an inference. Past work has questioned 
whether secondary characteristics are appropriate tasks 
for facial recognition [17] since the true answer does not 
appear in the image. In response to this, as well as the clear 
influence of stereotype content in this study, we conducted 
a bounding box labeling task where participants were asked 
to label primary characteristics. Section 5 details this task.

5  Phase 2: bounding box task

In this section, we investigate labeler bias in a highly rel-
evant ML task, namely object recognition for autonomous 
driving. This section aims to understand whether the labeler 
bias identified in the face-labeling task extends to other tasks 
that do not involve human faces.

5.1  Dataset curation

We selected images from the Waymo Open Dataset [18, 55] 
for the bounding box task. This dataset contains 390,000 
images in a variety of cities, lighting conditions, and envi-
ronments and has previously been used for training autono-
mous driving systems [18, 56]. The dataset features labeled 
vehicles, pedestrians, and cyclists. For consistency, we 
selected a subset of images from the dataset, each containing 
5 objects to be labeled. Three authors reviewed and unani-
mously selected 10 images to be used in the study where the 
5 labeled objects are distinct and recognizable. The selected 
images are included in the supplementary material.

5.2  Evaluation method

5.2.1  Participants

We recruited N = 210 participants (105 female and 105 
male) from MTurk. Participants were between 19 and 66 
years old (M = 35.6, SD = 10.5). We ensured that partici-
pants were equally distributed across the seven ethnicity 
categories defined in Sect. 3, resulting in 15 participants 
per ethnicity-sex intersection. We only included participants 
who had a minimum of 100 approved HITs with at least a 
90% approval rate. We compensated participants at a rate of 
10€ per hour for a total of 1.5€. The study was approved by 
the ethics committee within the University Faculty.3

5.2.2  Procedure

Participants first completed a demographics screening ques-
tionnaire where we collected ethnicity and sex information. 
Upon completion, participants were provided with a link 
to proceed to the bounding box survey as long as we had 
not yet reached capacity for that participant’s ethnicity and 
sex intersection.4 This procedure enabled us to collect equal 
numbers of participants from each category.

To annotate the images, we recruited crowd workers 
through MTurk. We selected MTurk over Prolific for this 
experiment because of the built-in bounding box interface, 
which we used for this task. Crowd workers from MTurk 
are commonly used for annotation in ML applications [57] 
and are required to pass a qualification task before they can 
complete bounding box tasks.

In the bounding box survey, participants were required 
to label all cyclists, pedestrians, and vehicles in a series of 
images. Each participant labeled all 10 images, each contain-
ing 5 objects to be labeled. Figure 5 shows the task inter-
face with an example image. The participants were given 
“Cyclist,” “Pedestrian,” and “Vehicle” as annotation options.

5.2.3  Measures and analysis

We collected the bounding box coordinates for all partici-
pants across all ten images. We then calculated accuracy via 
Intersection over Union (IoU) [58], which has been used in 
prior work on object detection [59] and tracking [60]. IoU 
ranges from 0.0 to 1.0 (where 0.0 indicates no overlap and 
1.0 is an exact match) and is calculated by dividing the sum 
of the overlapping areas of two boxes by their total combined 

3 Details removed for anonymization purposes.
4 The demographics of the participants who responded to the pre-
screening survey are as follows: Male 47.8%, Female 52.1%, White 
63.8%, Middle Eastern 11.2%, Indian 8.22%, Latino Hispanic 5.91%, 
Black 4.87%, East Asian 3.58%, South East Asian 2.40%.
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area. We calculated a mean IoU score for each participant-
image pair, resulting in 2100 measurements.

We also calculated the Mean Average Precision (mAP) for 
each participant-image pair by calculating the Precision and 
Recall at 11 IoU threshold values (0 to 1 with steps of 0.1) 
and obtaining the area under the resulting curve. Precision 
is calculated as the number of True Positives (IoU above the 
threshold and correct label) divided by the number of True 
Positives and False Positives (IoU above the threshold and 
incorrect label), while Recall is the number of True Positives 
divided by the number of True Positives and False Negatives 
(failure to label an object).

We used ANOVA procedures to analyze the accuracy 
metrics. We used two-way ANOVA tests when the data are 
normally distributed according to Shapiro-Wilk testing [61] 
and used ART-ANOVA procedures otherwise.

5.3  Results

Figure 6 shows an example annotated figure from one par-
ticipant with labeled ground truth boxes and IoU values. 
Figure 7 shows an example of the variation in bounding box 
coordinates for a single object.

We analyzed the bounding box accuracy using both IoU 
and mAP. The results for both IoU and mAP were not nor-
mally distributed according to Shapiro–Wilk testing (IoU: 
W = 0.948, p < 0.001 ; mAP; W = 0.906, p < 0.001 ). As 
such, we performed ART-ANOVA procedures to evaluate 
both dependent variables. The results, shown in Table 3, 
reveal a significant main effect of LabeLerEthnicity on both IoU 
( p = .01 ) and mAP ( p < 0.001 ) with medium effect sizes. 
Figure 8 displays the IoU and mAP results as a function of 
LabeLerEthnicity . As the mAP is calculated as the area under 
the Precision-Recall curve, we show the Precision-Recall 
curves by LabeLerEthnicity in Fig. 9.

5.4  Discussion

Our results indicate that LabeLerEthnicity has a significant 
main effect on bounding box accuracy, as measured by 
IoU and mAP metrics. We found no significant effect for 
LabeLerSex , nor for the interaction between LabeLerEthnicity 
and LabeLerSex . These results are in line with past work sug-
gesting that identity impacts labeling [8] and that ethnicity 
impacts estimations while sex does not [15].

5.4.1  Labeler bias is present even in non‑stereotype tasks

Our results imply that labelers produce biased labels even 
when the labeling task is not subject to stereotype effects. 
Current labeling pipelines often use MTurk for data labeling 
without collecting demographic information, and MTurk has 
a non-representative demographic distribution [28–30]. Our 
results, therefore, indicate that there is a systemic issue with 
the status quo in data labeling. To remedy this, it may be 

Fig. 5  Example task from the 
survey for annotating images 
with bounding boxes. Image 
from the Waymo Open Data-
set [18]

Fig. 6  Example annotated image with IoU scores containing four 
pedestrians and one vehicle, image from the Waymo Open Data-
set [18]



AI and Ethics 

Table 3  The ART-ANOVA 
results for the bounding box 
accuracy (IoU and mAP) by 
LabeLerEthnicity and LabeLerSex

Significant p values are in bold font

LabeLerEthnicity LabeLerSex L Ethnicity × LSex

dF F p �
2

p
dF F p �

2

p
dF F p �

2

p

IoU (6,196) 2.82 0.01 0.08 (1,196) 0.856 0.356 0.04 (6,196) 1.94 0.0757 0.06
mAP (6,196) 4.14 <0.001 0.11 (1,196) 1.08 0.300 0.01 (6,196) 1.19 0.312 0.04

Fig. 7  One example object 
showing the ground truth 
bounding box and representa-
tive boxes with variation for 
each ethnicity. The solid 
line represents the mean box 
coordinates and the translucent 
box represents the standard 
error variation. Image from the 
Waymo Open Dataset [18]

Fig. 8  Bounding box accuracy 
metrics reveal a significant main 
effect of LabeLerEthnicity for both 
IoU (left) and mAP (right)

Fig. 9  Precision-recall curves 
for each LabeLerEthnicity
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useful to collect demographic information from labelers and 
subsequently use a balanced and diverse sample of labelers 
to counteract some of the bias effects. This recommendation 
is a reiteration from Sect. 4 as well as recent work in related 
literature [3].

5.4.2  Developers should balance ethnicity 
across train‑validation‑test splits

One implication of our results is that ground truth labels 
generated by labelers of different ethnicities are likely to be 
different. This implies that if a developer recruits partici-
pants of a single ethnicity to label a training set and recruits 
participants of a different ethnicity (wittingly or no) to label 
the test set, the model will appear to have a lower accu-
racy due to the ethnicity differences. This suggests that it is 
crucial to balance ethnicities across the train-validation-test 
split when training a model, as a different distribution of eth-
nicities in the two groups may artificially appear as reduced 
performance. Balancing the training and testing split in this 
manner would require developers to collect demographic 
data from labelers during the annotation process, which we 
suggest above, and past work has also recommended [3].

6  General discussion

We investigated labeler bias in two scenarios. First, we cre-
ated a dataset of face images with subject-labeled demo-
graphic information and recruited participants to estimate 
the income and stereotype content of the images. We found 
that LabeLerEthnicity , LabeLerSex , PortraitEthnicity , and Por-
traitSex all impact the estimation results to some degree. We 
also found that the income estimation significantly correlates 
with all SCM variables. We then recruited participants to 
conduct a bounding box task and found that LabeLerEthnicity 
had a significant effect on both IoU and mAP accuracy met-
rics, while LabeLerSex had no significant effect.

6.1  Where does labeler bias come from?

We found that labels significantly vary with labeler demo-
graphics in the face-labeling task (Sect. 4). However, we also 
found that the estimations depended on the demographic 
characteristics of the labeled images. Since the income esti-
mations significantly covary with the SCM variables, we 
selected a bounding box task to investigate whether labeler 
bias persists in a task where stereotype content is not appli-
cable. In Sect. 5, we found that labeler demographics still 
have a significant effect on annotations even when there is 
no stereotype content.

Based on these results, we hypothesize that two forms of 
bias may be at play here. One form is what is traditionally 

thought of as labeler bias, where the biases of labelers are 
propagating through the labeling process independent of the 
subject to be labeled. This bias accounts for variation in the 
bounding box task and explains some of the variation in the 
face-labeling task. The exact source of this inherent bias 
is unclear, as past work suggests that bias can stem from a 
variety of factors, such as socio-economic conditions [7, 37]. 
The other bias is a bias due to stereotypes, independent of 
the labelers. This stereotype bias is evident in the fact that 
PortraitEthnicity and PortraitSex have a significant effect on 
nearly every variable in the face-labeling task. These results 
suggest that labeling tasks that feature faces will have biased 
results even when developers recruit a diverse set of labelers.

6.2  Practical recommendations for dataset labeling

In the face-labeling task, we found that the demographics 
of the labelers had a significant impact on their estimations. 
However, since the task involved labeling secondary charac-
teristics (i.e., features not physically present in the image), 
this implies that the estimations vary relative to one another, 
rather than varying from a ground truth value. The results 
from the bounding box task, however, are different. There 
are ground truth values in the bounding box task [18], so any 
variation in the results implies that some groups are more 
accurate in this labeling task.

We urge the reader not to over-generalize this finding. 
We do not suggest that labelers who belong to an ethnic 
group that performed well in our experiment will categori-
cally perform better than other groups in all labeling tasks. 
However, it is interesting to note that in this particular sce-
nario, recruiting a diverse set of labelers would reduce the 
accuracy when training ML models compared to choosing 
labelers from the highest-performing group. In this work, we 
have not investigated whether different ethnic groups per-
form better at different labeling tasks. Given the number and 
variety of possible labeling tasks, characterizing labeling 
performance in this way would likely be futile. Rather, we 
suggest recruiting labelers from diverse ethnicities to ensure 
that the highest-performing group is always included.

If technology designers aim to recruit a diverse set of 
labelers, they should collect demographic information when 
they recruit labelers. Although this is not currently common 
practice in the annotation process, this recommendation is 
supported by our results and prior work [3]. We also recom-
mend increasing transparency in documenting the annota-
tion process. Prior work has shown that communicating the 
credibility of training data increases trust in AI systems as 
long as that system does not show bias [31]. We additionally 
support incorporating holistic suggestions from prior work, 
including addressing socio-economic conditions and fairly 
compensating labelers [37].
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Prior work has identified that the demographics of MTurk 
workers are categorically non-diverse. Two-thirds of MTurk 
workers identify as white [5], and most reside in the United 
States and India [28–30]. Our experience collecting data for 
the bounding box task aligns with these findings. This stark 
lack of diversity implies that randomly recruiting labelers 
from MTurk has a vanishingly small likelihood of being bal-
anced across ethnicities.

In sum, although future work is needed to develop fur-
ther solutions to this issue, the following steps can be taken 
immediately to begin moving towards a more fair and trans-
parent data labeling process: 

1. Record demographic information from labelers
2. Recruit a diverse sample of labelers
3. Report labeler demographics in the dataset documenta-

tion

6.3  Limitations and future work

Although we have conducted this investigation with the 
utmost care, limitations remain. First, while we investigated 
two disparate annotation tasks and uncovered evidence for 
labeler bias in each, it remains to be seen whether this bias 
generalizes to all annotation tasks. Continued research is 
required to characterize the nature of labeler bias in other 
tasks, which has been the subject of other investigations into 
NLP [13] and toxicity labeling [8], among others. Our work 
motivates the need for similar investigations to be carried out 
for any ML task that uses labeled data. For example, medical 
imaging [62] or spam detection [63]. For further examples 
please see reviews of supervised ML applications by Shetty 
et al. [64] and Sarker [65].

Additionally, although we make an effort to character-
ize the nature of labeler bias in face labeling and bounding 
box tasks, we have not explored whether this information is 
sufficient to account for the resulting bias in an ML system 
trained on this data. Future research should take our find-
ings and apply corrections based on the measured biases. 
Furthermore, our results suggest that there are at least two 
sources of labeler bias, both dependent on, and independent 
of stereotypes. This strongly motivates the need for interdis-
ciplinary research to investigate and characterize the nature 
of the various forms of bias that contribute to biased labels 
in ML datasets.

Finally, while the bounding boxes in the Waymo Open 
Dataset [18] are reported as “ground truth” in the documen-
tation, they were labeled by humans. As such, there is a 
possibility that there is bias embedded in these ground truth 
values. Past work has shown that even experienced label-
ers can embed bias in subjective tasks [38], and our cur-
rent work indicates that bias can be embedded in primary 
tasks as well. This suggests that there is a possibility that 

experienced labelers could embed bias in primary tasks. 
While this question is interesting, we argue that our results 
remain valid. The positions of the ground truth bounding 
boxes act as intercepts against which we compare the anno-
tations from our participants. The fact that we identified sig-
nificant variation in the bounding box labels between groups 
of participants is the important aspect, and these between-
group differences should be independent of the intercept. 
To confirm, we re-ran our analysis and calculated the IoU 
and mAP seven times with the responses from a randomly 
selected participant from each ethnicity as the ground truth. 
There were no changes in any conclusions (e.g. all signifi-
cant results remained significant, and vice versa). The result-
ing table can be found in the supplemental material.

7  Conclusion

In this paper, we investigated labeler bias in two ML sce-
narios. We first created a dataset of face images with sub-
ject-labeled demographic information. Using this dataset, we 
then recruited a diverse sample of 98 participants to conduct 
a face-labeling task where they estimated the income and 
stereotype characteristics. Finally, we recruited 210 addi-
tional participants to perform a bounding box task. The 
results of the face-labeling task indicate that LabeLerEthnicity , 
PortraitEthnicity , and PortraitSex all have a significant effect 
on income estimations. We also found main and interac-
tion effects for LabeLerEthnicity , LabeLerSex , PortraitEthnicity , 
and PortraitSex on stereotype perceptions. The results of 
the bounding box task reveal a significant main effect of 
LabeLerEthnicity on accuracy. Together, our results indicate 
that it is important for developers to know who is doing the 
labeling. On the one hand, recruiting a non-diverse sample 
of labelers will likely lead to biased results. On the other 
hand, especially for primary tasks, our findings suggest that 
ethnicity should be balanced across the train-validation-
test split when training ML models. Otherwise, the model 
may not generalize well and may artificially report reduced 
accuracy. We recommend that collecting demographic infor-
mation to ensure a diverse sample should become standard 
procedure in data labeling pipelines as a small step towards 
fairer intelligent systems in the future.
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